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#### Abstract

In this paper we present an extension of the reservoir technique (see, [Alouges et al., Submitted; Alouges et al.(2002a), In: Finite volumes for complex applications, III, pp. 247-254, Marseille; Alouges et al.(2002b), C. R. Math. Acad. Sci. Paris, 335(7), 627-632.]) for two-dimensional advection equations with non-constant velocities. The purpose of this work is to make decrease the numerical diffusion of finite volume schemes, correcting the numerical directions of propagation, using a so-called corrector vector combined with the reservoirs. We then introduce an object called velocities rose in order to minimize the algorithmic complexity of this method.
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## 1. INTRODUCTION

Solving hyperbolic systems of conservation is crucial in many industrial problems as in aeronautics, nuclear physics, hydrodynamics, and so on. But discontinuous waves are very hard to capture accurately, especially in multidimension. First-order finite volume schemes approaching this kind of systems are known to be very diffusive (see [12] for example) so that high-order schemes have been introduced to reduce the numerical diffusion. Usually these schemes are based on gradients reconstruction and flux

[^0]limiters as WAF [6], ENO [15], WENO [18], discontinuous Galerkin [7] methods. However, if the gradient reconstruction improves the order on regular parts of the numerical solution, a flux limiter has to be introduced in order to stabilize the scheme near the discontinuities and to make it TVD. Hence it remains at first-order, near the discontinuities [14]. Moreover, the introduction of gradient reconstruction and flux limiters are very costly algorithmically, so that they are sometimes less effective than a simple refinement. Furthermore, continuous systems self-properties (nonlinearity, entropy, conservation) are often more difficult to obtain for highorder schemes compared to first-order ones. This is why, we propose a complete different approach based on the reservoir technique [1-3]. This technique allows us to make Godunov-type schemes very low-diffusive.

For approximations of multidimensional scalar linear equations the numerical diffusion is of two types. The first type of diffusion is due to what we could call the "one-dimensional diffusion". This diffusion is comparable in each direction $(x, y)$ to the numerical one we observe in one dimension (see Fig. 1).

The second type of diffusion is due to the wrong numerical direction of propagation. In general on multidimensional grids, the exact solution of a discrete scheme approaching a convective equation is a diffused solution even if, on structured grids this diffusion can often be controlled. Actually the reason is because the numerical direction of propagation is not in general parallel to the grid. A numerical diffusion cone is then created. The goal of this paper is to avoid or at least to limit these two types of diffusion. As in [1], the idea is to use first-order schemes at high-CFL numbers for each cell and each time step. In [1,3,16], we showed that in the onedimensional case, the "good" properties of first-order schemes (entropy, nonlinearity, conservation, etc) are conserved. Recently many authors have treated the problem of nondiffusive finite volume and finite difference schemes for linear or nonlinear hyperbolic systems. We can cite in particular, Després and Lagoutière who proposed in [9,10], an antidiffusive scheme based on an Ultra Bee scheme with splitting in multiD. For a particular class of initial data they are able to prove the exact convection for a constant velocity on regular grids. Bouchut [5] proposed an entropic version of the Desprès-Lagoutière scheme for monotone scalar conservation laws. Xu and Shu have proposed in [19] a WENO version of the first-order Desprès-Lagoutière anti-diffusive flux corrections. We can also cite a front-tracking method [11] where one can find some common ideas with our technique. The method we present is also close to volume of fluid (vof) methods, where the fluid interfaces are tracked during the time process in order to solve nonmiscible multifluid flows for example. Note however that in our method the interfaces cells are not computed explicitely.


Fig. 1. One-dimensional diffusion-numerical diffusion for the upwind scheme in 2D.

This paper is organized as follows. In Sec. 2, we introduce the notations and the precise mathematical problem. Section 3 is devoted to the description of corrector-vectors for multi-dimensional equations and their combination with the reservoir technique. Some numerical tests for step-like initial data are presented in this section. In Sec. 4, we present a general notion called velocities rose which goal is to limit the algorithmic complexity of the correction-vector method. Finally, a coupling of velocities roses, corrector-vectors and reservoirs are shortly evoked. The last section concludes on the method and gives some possible extensions to nonlinear equations.

## 2. SETUP OF THE PROBLEM AND NOTATIONS

The linear advection equation problem on a open set $\Omega$ of $\mathbb{R}^{2}$ with a nonconstant velocity, writes:

$$
\begin{align*}
& \partial_{t} u+\mathbf{a}(x, y) \cdot \nabla u=0, \quad[0, T] \times \Omega, \quad T>0, \\
& u(x, y, t)=\psi(x, y), \quad \text { if }(x, y) \in \partial \Omega \quad \text { and } \quad \mathbf{a}(x, y) \cdot \mathbf{n}_{\partial \Omega}(x, y)<0,  \tag{1}\\
& u(x, y, 0)=u_{0}(x, y), \quad(x, y) \in \Omega .
\end{align*}
$$

We suppose for example that:

$$
\begin{gathered}
\mathbf{a}=\left(a^{x}, a^{y}\right)^{T} \in W_{\operatorname{loc}}^{1,1}(\Omega), \quad \frac{\mathbf{a}}{1+\|(x, y)\|} \in L^{1}(\Omega)+L^{\infty}(\Omega), \\
\nabla \cdot \mathbf{a} \in L^{\infty}(\Omega), \quad u_{0} \in L^{\infty}(\Omega), \quad \psi \in L^{\infty}(\Omega) .
\end{gathered}
$$

In practice, $\Omega$ will be equal to $\mathbb{R}^{2}$ as in this work we will not consider interactions with the boundaries. It is proved in [8] that for $\Omega=$ $\mathbb{R}^{2}$, there exists a unique renormalized solution in $L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{2}\right)\right) \cap$ $C^{0}\left([0, T] ; L_{\text {loc }}^{p}\left(\mathbb{R}^{2}\right)\right)$, for all $p<\infty$.

Let us now denote by $\mathcal{T}(\Omega)$ a conform grid, with cells $K: \mathcal{T}(\Omega)=$ $\cup_{j \in \mathcal{J}} K_{j} \subset \Omega$. The following notations will be used:

- the discrete velocities are defined by:

$$
\begin{aligned}
& \mathbf{a}_{K}=\frac{1}{|K|} \int_{K} \mathbf{a} d x d y, \mathbf{a}_{K L}=\frac{1}{|K \cap L|} \int_{K \cap L} \mathbf{a} d \sigma, \quad \text { and } \mathbf{n}_{K L} \\
& \text { exterior normal of } K \text { on } K \cap L
\end{aligned}
$$

with $\sigma$ a measure of $\mathbb{R},|K|=\int_{K} d x d y$ and $|K \cap L|=\int_{K \cap L} d \sigma$.

- we denote by $\mathcal{T}_{0}(\Omega)$ the discrete support of the initial data.
- for all $K \in \mathcal{T}(\Omega)$

$$
u_{K}^{0} \sim \frac{1}{|K|} \int_{K} u_{0}(x, y) d x d y, \quad u_{K}^{n} \sim \frac{1}{|K|} \int_{K} u\left(x, y, t^{n}\right) d x d y,
$$

- the set of the neighboring cells of $K$ is defined by

$$
\mathcal{U}(K):=\{L \in \mathcal{T}(\Omega) / L \neq K \quad \text { and } L \cap K \neq \emptyset\},
$$

- two important sets will be useful in the following:

$$
\mathcal{V}(K ; \mathbf{a}):= \begin{cases}\left\{L \in \mathcal{U}(K) / \mathbf{a} \cdot \mathbf{n}_{K L} \geqslant 0\right\}, & \text { if } \mathbf{a} \neq \mathbf{0}, \\ K, & \text { otherwise }\end{cases}
$$

and

$$
\mathcal{W}_{\infty}(K ; \mathbf{a}):= \begin{cases}\left\{L / \max _{J \in \mathcal{U}(K)} \mathbf{a} \cdot \mathbf{n}_{K J}=\mathbf{a} \cdot \mathbf{n}_{K L}\right\}, & \text { if } \mathbf{a} \neq \mathbf{0} \\ K, & \text { if } \mathbf{a}=\mathbf{0}\end{cases}
$$

For a nonzero velocity, this last set can contain one or two cells in 2 d ( 1,2 , or 3 cells in 3 d ). For example on a cartesian grid if $a^{x}=a^{y}$, the set $\mathcal{W}_{\infty}(K ; \mathbf{a})$ contains two cells.

- to define the scheme we need to select a unique cell in $\mathcal{W}_{\infty}(K ; \mathbf{a})$. In this goal let us denote by $\varepsilon=o(1)$ a nonnegative real constant, and by $\mathbf{a}^{\varepsilon}$ the vector $\left(a^{x}+\varepsilon, a^{y}=a^{x}\right)^{T}$. We then define, for $\varepsilon$ sufficiently small

$$
\mathcal{V}_{\infty}(K ; \mathbf{a}):= \begin{cases}\mathcal{W}_{\infty}(K ; \mathbf{a}), & \text { if } \# \mathcal{W}_{\infty}(K ; \mathbf{a})=1, \\ \mathcal{W}_{\infty}\left(K ; \mathbf{a}^{\varepsilon}\right), & \text { if } \# \mathcal{W}_{\infty}(K ; \mathbf{a})=2\end{cases}
$$

For example in the case of a cartesian grid:
$\mathcal{V}_{\infty}(K ; \mathbf{a})= \begin{cases}\left\{L / \max _{J \in \mathcal{V}(K)} \mathbf{a} \cdot \mathbf{n}_{K J}=\mathbf{a} \cdot \mathbf{n}_{K L}\right\}, & \text { if } \mathbf{a} \neq \mathbf{0} \text { and } a^{x} \neq a^{y}, \\ \left\{L / \max _{J \in \mathcal{V}(K)} \mathbf{a}^{\varepsilon} \cdot \mathbf{n}_{K J}=\mathbf{a}^{\varepsilon} \cdot \mathbf{n}_{K L}\right\}, & \text { if } \mathbf{a} \neq \mathbf{0} \text { and } a^{x}=a^{y}, \\ K, & \text { if } \mathbf{a}=\mathbf{0} .\end{cases}$
The convention proposed above allows us to select a unique cell, corresponding to the velocity $\mathbf{a}^{\varepsilon}$. If $\mathcal{W}_{\infty}(K ; \mathbf{a})$ contains two cells, $\mathcal{W}_{\infty}\left(K ; \mathbf{a}^{\varepsilon}\right)$ will then contain only one cell. Note that this perturbation of the velocity only occurs for the "cell selection".

- let us denote by $h_{K L}$ the space step associated to the cells $K$ and $L$ of $\mathcal{T}(\Omega)$. For "regular" grids, as cartesian or regular triangular grids, this length is given by the distance between the center of mass of each cell.

$$
h_{K L}:=\operatorname{dist}\left(\mathbf{G}_{K}-\mathbf{G}_{L}\right), \quad \forall(K, L) \in \mathcal{T}(\Omega) \times \mathcal{T}(\Omega)
$$

where $\mathbf{G}_{K}\left(\right.$ resp. $\left.\mathbf{G}_{L}\right)$ denotes the center of mass of $K$ (resp. $L$ ). ${ }^{1}$
In this paper, we only consider, uniform cartesian grids or more relevant regular grids (Fig. 2) as regular triangular or nonuniform cartesian grids. It would also be possible to consider meshes with cells of equal volume.
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Fig. 2. Cells configuration and meshes.

## 3. ONE-DIRECTIONAL UPWINDING FOR TWO-DIMENSIONAL ADVECTION EQUATIONS

The first method we propose in order to solve numerically (1) consists in upwinding in only one direction. Hence in a cell $K$ the solution $u_{K}^{n}$ at time $t=t^{n}$, is upwinded in one and only one neighboring cell of $K$ equal to $\mathcal{V}_{\infty}\left(K ; g\left(\mathbf{a}_{K}\right)\right)$ with $g$ a linear function from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ to determine. We will also search for a time step to update the solution in $K$ and $\mathcal{V}_{\infty}\left(K ; g\left(\mathbf{a}_{K}\right)\right)$. Unlike upwind schemes defined for all $n$ by:

$$
\begin{align*}
u_{K}^{n+1} & =u_{K}^{n}-\frac{\Delta t}{|K|} \sum_{L \in \mathcal{V}(K)}|K \cap L| \mathbf{f}_{K L}^{n} \cdot \mathbf{n}_{K L}, \text { with } \mathbf{f}_{K L}^{n} \\
& = \begin{cases}\mathbf{a}_{K L} u_{K}^{n}, & \text { if } \mathbf{a}_{K L} \cdot \mathbf{n}_{K L}>0, \\
\mathbf{a}_{K L} u_{L}^{n}, & \text { if } \mathbf{a}_{K L} \cdot \mathbf{n}_{K L}<0, \\
\mathbf{a}_{K L} \frac{|K| u_{K}^{n}+|L| u_{L}^{n}}{|K|+|L|}, & \text { if } \mathbf{a}_{K L} \cdot \mathbf{n}_{K L}=0,\end{cases} \tag{2}
\end{align*}
$$

where the information is upwinded at each time step in a priori more than one direction (cells $L$ such that $\mathbf{a}_{K L} \cdot \mathbf{n}_{K L} \geqslant 0$ ). Using an upwind scheme, we remark immediately that the exact direction of propagation is perturbated by the grid. More precisely, the grid interfaces normals combined with the direction of the exact velocity ("a•n") give us the numerical directions of propagation. We then propose to correct this lack of precision by a process, based on a corrector-vector. Note that if an one-directional upwinding can be viewed as unphysical and nonconsistent, we will justify in the two next sections this choice, introducing new concepts.

### 3.1. Correction-Technique

Suppose that we upwind the solution in only one direction as described above. Applying such a process, and as we do not follow, a priori, the physical line of propagation, we need to correct this error using a so-called corrector-vector. A corrector-vector will be defined in each cell of the grid, as a difference vector between the exact vector of propagation and the numerical one.

In order to understand the correction-process, we first suppose in this subsection that the discrete support of the initial data $\mathcal{T}_{0}(\Omega)$, is reduced to only one cell $K$. Later in the section we will consider initial data with more general supports not reduced to one cell. Then:

$$
u_{J}^{0}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K, \\
u \in \mathbb{R}, & \text { if } J=K,
\end{array}, \quad \forall J \in \mathcal{T}(\Omega) .\right.
$$

In order to choose a time step and the cell $\mathcal{V}_{\infty}\left(K ; \mathbf{a}_{K}\right)$ we compute:

$$
\begin{equation*}
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}(K), \mathbf{a}_{K} \neq \mathbf{0}}\left\|\mathbf{a}_{K} \Delta t-h_{K M} \mathbf{n}_{K M}\right\|_{2} . \tag{3}
\end{equation*}
$$

This minimization consists in finding the time step $\Delta t_{K}^{1}$ such that $\mathbf{a}_{K} \Delta t_{K}^{1}$ is the orthogonal projection on $t \mapsto \mathbf{a}_{K} t$, of $h_{K K_{1}} \mathbf{n}_{K K_{1}}$, with $K_{1}$ equal to $\mathcal{V}_{\infty}\left(K ; \mathbf{a}_{K}\right)$. The global time step $\Delta t^{1}$ we choose is then equal to $\Delta t_{K}^{1}: t^{1}=$ $t^{0}+\Delta t^{1}$. In the same time this minimization has provided a cell ${ }^{2} K_{1}$ such that (with $K_{1}=\mathcal{V}_{\infty}\left(K ; \mathbf{a}_{K}\right)$ ):

$$
u_{J}^{1}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K_{1}, \\
u, & \text { if } J=K_{1},
\end{array} \quad \forall J \in \mathcal{T}(\Omega) .\right.
$$

During this first iteration, the numerical direction of propagation has been given by $h_{K K_{1}} \mathbf{n}_{K K_{1}}$, when the physical one was $\mathbf{a}_{K} \Delta t_{K}^{1}$. We then need to take into account the error, $\mathbf{a}_{K} \Delta t_{K}^{1}-h_{K K_{1}} \mathbf{n}_{K K_{1}}$, the next iteration. In this goal we then define a corrector-vector $\boldsymbol{\Delta} \mathbf{x}_{K}^{1}$, associated to $K$ :

$$
\begin{equation*}
\boldsymbol{\Delta} x_{K}^{1}:=\mathbf{a}_{K} \Delta t_{K}^{1}-h_{K K_{1}} \mathbf{n}_{K K_{1}} \tag{4}
\end{equation*}
$$

In (4) $\mathbf{a}_{K} \Delta t_{K}^{1}$ corresponds to the exact propagation and $h_{K K_{1}} \mathbf{n}_{K K_{1}}$ to the numerical one. This corrector-vector is then stored and used to upwind

[^2]the next iteration (see Figs. 3 and 4). To this aim we consider the following minimization:
$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}\left(K_{1}\right)}\left\|\mathbf{a}_{K_{1}} \Delta t+\boldsymbol{\Delta} x_{K}^{1}-h_{K_{1} M} \mathbf{n}_{K_{1} M}\right\|_{2} .
$$

This gives us a time step $\Delta t^{2}=\Delta t_{K}^{2}$. It corresponds to the necessary time for the solution to be convected from the cell $K_{1}$ to the cell $\mathcal{V}_{\infty}\left(K_{1} ; \mathbf{a}_{K} \Delta t_{K}^{2}+\boldsymbol{\Delta} x_{K_{1}}^{1}\right)$ also denoted by $K_{2}$. Once more a numerical propagation error can subsist:

$$
\boldsymbol{\Delta} x_{K}^{2}:=\mathbf{a}_{K_{1}} \Delta t_{K}^{2}+\boldsymbol{\Delta} x_{K}^{1}-h_{K_{1} K_{2}} \mathbf{n}_{K_{1} K_{2}} .
$$

Using the above notations we then define recursively some sequences of time steps $\left(\Delta t_{K}^{n}\right)_{n}$ called the local time steps associated to $K$, of cells $\left(K_{n}\right)_{n}$, and of corrector-vectors $\left(\boldsymbol{\Delta} x_{K}^{n}\right)_{n}$ such that:

$$
\begin{equation*}
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}\left(K_{n-1}\right)}\left\|\mathbf{a}_{K_{n-1}} \Delta t+\boldsymbol{\Delta} x_{K}^{n-1}-h_{K_{n-1} M} \mathbf{n}_{K_{n-1} M}\right\|_{2} \tag{5}
\end{equation*}
$$

with

$$
K_{n}:= \begin{cases}K, & \text { if } n=0 \\ \mathcal{V}_{\infty}\left(K_{n-1} ; \mathbf{a}_{K_{n-1}} \Delta t_{K}^{n}+\Delta x_{K}^{n-1}\right), & n \geqslant 1\end{cases}
$$

and the corresponding correctors vectors are

$$
\boldsymbol{\Delta} x_{K}^{n}:= \begin{cases}\mathbf{0}, & \text { if } n=0, \\ \mathbf{a}_{K_{n-1}} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}-h_{K_{n-1} K_{n}} \mathbf{n}_{K_{n-1} K_{n}}, & n \geqslant 1 .\end{cases}
$$



Fig. 3. Corrector-vector obtained by minimization of the norm of all vectors $\mathbf{a}_{K} \Delta t-\mathbf{n}_{K M}$, with $M$ neighboring cell of $K$ and $\Delta t>0$.
$\mathrm{a}=(1+\mathrm{e}, 1), \mathrm{e} \ll 1$

| K | 1 | M |  |
| :---: | :---: | :---: | :---: |
|  |  | $\xrightarrow[\mathrm{n}_{\text {KM }}]{ }$ | 0 |
| L | $\downarrow \mathrm{n}_{\text {KL }}$ | N |  |
|  | 0 |  | 0 |



Fig. 4. Corrector-vector.

The cell $K_{n}$ represents the support of the solution after $n$ iterations. At time $t^{n}$, the solution is then given by:

$$
u_{J}^{n}= \begin{cases}0, & \text { if } J \neq K, \\ u, & \text { if } J=K_{n} .\end{cases}
$$

Let us now discuss the minimizations (3) and (5) introduced above in order to determine the time step and the direction of the upwinding. Consider for instance that $a_{K}^{x}>a_{K}^{y} \geqslant 0$. The minimization (3) gives us a cell $K_{1}$ and a time step $\Delta t_{K}^{1}$ such that $a_{K}^{x} \Delta t^{1} / h_{K K_{1}} \leqslant 1$, with obviously, $a_{K}^{y} \Delta t_{K}^{1} / h_{K K_{1}}<1$. This time step guarantees the stability for our numerical scheme (the information cannot propagate in more than one cell by iteration).

The presented technique consists then in upwinding the information using a combination of the velocity a and the corrector-vector $\Delta x$.

Formally, for $N \in \mathbb{N}-\{0,1\}$, to solve the equation:

$$
\begin{aligned}
& u_{t}+\mathbf{a} \cdot \nabla u=0, \quad t \in\left[t^{n}, t^{n+N}[,\right. \\
& u\left(t^{n}, .\right)=u^{n},
\end{aligned}
$$

we solve for $1 \leqslant \ell \leqslant N-1$, the equations

$$
\begin{aligned}
& u_{t}+\mathbf{a}_{\ell} \cdot \nabla u=0, \quad t \in\left[t^{n+\ell-1}, t^{n+\ell}[ \right. \\
& u\left(t^{n+\ell-1}, .\right)=u^{n+\ell-1} .
\end{aligned}
$$

with $\left(\mathbf{a}_{\ell}\right)_{1 \leqslant \ell \leqslant N-1}$ some numerical velocities orthogonal to the grid interfaces. And finally we solve

$$
\begin{aligned}
& u_{t}+\left(\mathbf{a}-\sum_{\ell=1}^{N-1} \mathbf{a}_{\ell}\right) \cdot \nabla u=0, \quad t \in\left[t^{n+N-1}, t^{n+N}[,\right. \\
& u\left(t^{n+N-1}, .\right)=u^{n+N-1} .
\end{aligned}
$$

This process is summed-up in Fig. 5. With this method, we can avoid the second type of diffusion described in the introduction. We prove now a proposition concerning the accuracy of the method.

Proposition 3.1. Consider the Eq. (1), with a constant nonzero velocity field such that $a^{x} / a^{y}=p \in \mathbb{Z}$. Suppose also that the grid is a uniform cartesian grid with a space step equal to $h$ and such that the discrete initial data is defined, for all $J$ in $\mathcal{T}(\Omega)$ by:

$$
u_{J}^{0}= \begin{cases}0, & \text { if } J \neq K \\ u \in \mathbb{R}, & \text { if } J=K\end{cases}
$$

Then using the process presented above, the numerical solution is exact every $|p|+1$ iterations.

In fact we conjecture that the result remains true if $\mathbf{a}=\alpha(p, q)^{T}$ with $p$ and $q$ relatively prime integers and $\alpha$ a real constant. The proof is arithmetically much more complicated and we then prefer giving some intuitive arguments. Note however, that this result has been numerically confirmed.

Conjecture 3.1. Consider the Eq. (1), with a constant nonzero velocity field such that $a^{x} / a^{y}=p / q \in \mathbb{Q}(p, q$ relatively prime $)$. Suppose also that the grid is a uniform cartesian grid with a space step equal to $h$ and such that the discrete initial data is defined, for all $J$ in $\mathcal{T}(\Omega)$ by:

$$
u_{J}^{0}= \begin{cases}0, & \text { if } J \neq K, \\ u \in \mathbb{R}, & \text { if } J=K\end{cases}
$$



Fig. 5. Propagation in time.

Then using the process presented above, the numerical solution is exact every $|p|+|q|$ iterations.

Proof of prop. 3.1. Note first that the case $a^{x}=0$ or $a_{y}=0$ is trivial. Let us detail the case where $a^{x}=a^{y}$, that is $p+q=2$.

Case 1. If $a^{x}=a^{y}$ the minimization

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}(K)}\left\|\mathbf{a}_{K} \Delta t-h \mathbf{n}_{K M}\right\|_{2}
$$

provides a local time step equal to $\Delta t_{K}^{1}=h / 2 a_{x}$ (minimization in $\Delta t$ of $(\Delta t-h)^{2}+\Delta t^{2}$ ), and the solution after the first iteration is equal, for all $J$ in $\mathcal{T}(\Omega)$ to:

$$
u_{J}^{1}= \begin{cases}0, & \text { if } J \neq K_{1}, \\ u, & \text { if } J=K_{1}:=\mathcal{V}_{\infty}\left(K ; \mathbf{a}_{K}\right) \quad \text { with } \mathbf{n}_{K K_{1}}=(1,0)^{T} .\end{cases}
$$

Note that in this case, it has been necessary to introduce a small nonnegative $\varepsilon$ as proposed in the previous section in order to select the cell $K_{1}$. The first corrector-vector, that is the difference between the exact propagation and the numerical one, is then equal to

$$
\boldsymbol{\Delta} x_{K}^{1}=\mathbf{a}_{K} \Delta t_{K}^{1}-h \mathbf{n}_{K K_{1}}=(-h / 2, h / 2)^{T}
$$

The second iteration, consists then in minimizing

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}\left(K_{1}\right)}\left\|\mathbf{a}_{K_{1}} \Delta t+\boldsymbol{\Delta} x_{K}^{1}-h \mathbf{n}_{K_{1} M}\right\|_{2} .
$$

But as $\mathbf{a}_{K_{1}} \Delta t+\Delta x_{K}^{1}=\left(a^{x} \Delta t-h / 2, a^{y} \Delta t+h / 2\right)^{T}$, this gives $\Delta t_{K}^{2}=h / 2 a_{x}$ and then

$$
\mathbf{a}_{K_{1}} \Delta t_{K}^{2}+\boldsymbol{\Delta} x_{K}^{1}-h \mathbf{n}_{K_{1} K_{2}}=\mathbf{0}
$$

with $K_{2}$ such that $\mathbf{n}_{K_{1} K_{2}}=(0,1)^{T}$. That is after two time steps the solution is given, for all $J$ in $\mathcal{T}(\Omega)$ by:

$$
u_{J}^{2}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K_{2},  \tag{6}\\
u, & \text { if } J=K_{2}
\end{array} \quad \text { with } \mathbf{n}_{K_{1} K_{2}}=(0,1)^{T} .\right.
$$

The corresponding global time is then $t^{2}=\Delta t_{K}^{1}+\Delta t_{K}^{2}=h / a_{x}$ and the cor-rector-vector $\boldsymbol{\Delta} x_{K}^{2}=\mathbf{0}$. We now can easily check that the exact solution at time $h / a_{x}$ is effectively given by (6), as $\|\mathbf{a}\|_{2} \times h / a_{x}=\sqrt{2} h$. By induction we prove that every two time steps the numerical solution is exact.

Case 2. In order to simplify the proof notations, let us suppose that $\mathbf{a}$ is equal to $\mathbf{a}=\alpha(p, 1)^{T}$ with $\alpha \in \mathbb{R}$ and $p \in \mathbb{N}^{*} /\{1\}$. The first iteration gives

$$
\Delta t_{K}^{1}=p h / \alpha\left(p^{2}+1\right)
$$

and the corrector-vector is

$$
\boldsymbol{\Delta} x_{K}^{1}=\left(-h /\left(p^{2}+1\right), p h /\left(p^{2}+1\right)\right)^{T},
$$

with $K_{1}$ such that $\mathbf{n}_{K K_{1}}=(1,0)^{T}$. That is the solution is:

$$
u_{J}^{1}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K_{1}, \\
u, & \text { if } J=K_{1}
\end{array} \quad \text { with } \mathbf{n}_{K K_{1}}=(1,0)^{T}\right.
$$

The second iteration leads to minimize (after simplifications) in $\Delta t$ the expression

$$
\alpha^{2}\left(1+p^{2}\right)(\Delta t)^{2}-2 \alpha p h \Delta t+\left(p^{2} h^{2}+\left(2 h+p^{2} h\right)^{2}\right) /\left(p^{2}+1\right)^{2}
$$

and gives $K_{2}$ such that $\mathbf{n}_{K_{1} K_{2}}=(1,0)^{T}$ with

$$
\Delta t_{K}^{2}=p h / \alpha\left(p^{2}+1\right)
$$

The solution is given by:

$$
u_{J}^{2}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K_{2}, \\
u, & \text { if } J=K_{2}
\end{array} \quad \text { with } \mathbf{n}_{K_{1} K_{2}}=(1,0)^{T}\right.
$$

and the corrector-vector is given by

$$
\boldsymbol{\Delta} x_{K}^{2}=\left(-2 h /\left(p^{2}+1\right), 2 p h /\left(p^{2}+1\right)\right)^{T}
$$

By induction we easily prove that for $k \leqslant p$, we have:

$$
u_{J}^{k}= \begin{cases}0, & \text { if } J \neq K_{k}, \\ u, & \text { if } J=K_{k}, \quad \text { with } \mathbf{n}_{K_{k-1} K_{k}}=(1,0)^{T}\end{cases}
$$

and

$$
\begin{aligned}
\Delta x_{K}^{k} & =\left(-k h /\left(p^{2}+1\right), k p h /\left(p^{2}+1\right)\right)^{T} \\
\Delta t_{K}^{k} & =p h / \alpha\left(p^{2}+1\right), \quad \mathbf{n}_{K_{k-1} K_{k}}=(1,0)^{T} .
\end{aligned}
$$

In particular for $k=p$,

$$
\begin{aligned}
\Delta x_{K}^{p} & =\left(-p h /\left(p^{2}+1\right), p^{2} h /\left(p^{2}+1\right)\right)^{T} \\
\Delta t_{K}^{p} & =p h / \alpha\left(p^{2}+1\right), \quad \mathbf{n}_{K_{p-1} K_{p}}=(1,0)^{T} .
\end{aligned}
$$

Now the $(p+1)$ th iteration consists in minimizing

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}\left(K_{p}\right)}\left\|\mathbf{a} \Delta t+\boldsymbol{\Delta} x_{K}^{p}-h \mathbf{n}_{K_{p-1} K_{p}}\right\|_{2} .
$$

This gives $K_{p+1}$ such that $\mathbf{n}_{K_{p} K_{p+1}}=(0,1)^{T}$ and $\Delta t_{K}^{p+1}$ minimizing in $\Delta t$ :

$$
\alpha^{2}\left(p^{2}+1\right)(\Delta t)^{2}-2 \alpha h \Delta t+h^{2} /\left(p^{2}+1\right)
$$

gives

$$
\Delta t_{K}^{p+1}=h /\left(p^{2}+1\right)
$$

With such a time step

$$
\alpha^{2}\left(p^{2}+1\right)\left(\Delta t_{K}^{p+1}\right)^{2}-2 \alpha h \Delta t_{K}^{p+1}+h^{2} /\left(p^{2}+1\right)=0
$$

so that

$$
\boldsymbol{\Delta} x_{K}^{p+1}=\mathbf{0}
$$

and the numerical solution

$$
u_{J}^{p+1}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K_{p+1}, \\
u, & \text { if } J=K_{p+1}
\end{array} \quad \text { with } \mathbf{n}_{K_{p} K_{p+1}}=(0,1)^{T}\right.
$$

is exact. Note that the global time steps $\left(\Delta t^{n}\right)_{n}$ have been chosen equal to $\left(\Delta t_{K}^{n}\right)_{n}$. By induction we can easily prove that every $p+1$ iterations the numerical solution is exact, as the corrector-vector is zero. We can also observe that

$$
t^{p+1}=\sum_{k=1}^{p+1} \Delta t_{K}^{k}=h / \alpha,
$$

and the numerical solution initially located in $K$, is translated by the vector $(p \alpha, \alpha)^{T} \times h / \alpha=(p h, p)^{T}$, which corresponds to the exact solution.

On the Proof of Conjecture 3.1. When $\mathbf{a}=\alpha(p, q)^{T}$, the method typically consists in translating the solution, $|p|$ times in the $x$-direction and $|q|$ times in the $y$-direction in order to obtain the exact solution. More precisely for $|p|>|q|$, let us consider the two first iterations of the process. We can easily prove that:

$$
\Delta t_{K}^{1}=\frac{|p| h}{\alpha\left(p^{2}+q^{2}\right)}, \quad \Delta x_{K}^{1}=\left(-h q^{2} /\left(p^{2}+q^{2}\right), p q h /\left(p^{2}+q^{2}\right)\right)^{T} .
$$

And

$$
u_{J}^{1}= \begin{cases}0, & \text { if } J \neq K, \\ u, & \text { if } J=K_{1} \quad \text { with } \mathbf{n}_{K K_{1}}=\operatorname{sgn}(p)(1,0)^{T} .\end{cases}
$$

The second iteration leads again to a minimization problem (the calculus are skipped) that gives two possible time steps:

$$
\Delta t_{a}=\frac{|q| h}{\alpha\left(p^{2}+q^{2}\right)} \quad \text { or } \quad \Delta t_{b}=\frac{|p| h}{\alpha\left(p^{2}+q^{2}\right)}
$$

and two possible directions $\mathbf{n}_{K_{1} K_{2}}$ for the numerical velocities: $\operatorname{sgn}(p)(1,0)^{T}$ or $\operatorname{sgn}(q)(0,1)^{T}$.

In practice these choices will depend on the ratio $|p / q|$. More generally the reservoir plus correction process consists in choosing some time steps and numerical directions of propagation such that the local numerical error in $\ell^{2}$ norm is minimized at each iteration. We can then expect (by induction on $|p|$ and $|q|$ for instance) that after $|p|+|q|$ iterations, we will have:

$$
\mathbf{G}_{K}+\sum_{i=1}^{|p|+|q|} \Delta t_{K}^{i} \mathbf{a}=\mathbf{G}_{K_{|p|+|q|},}, \quad \Delta x_{K}^{|p|+|q|}=\mathbf{0}, \quad \text { with } \quad \sum_{i=1}^{|p|+|q|} \Delta t_{K}^{i}=\frac{h}{\alpha} .
$$

During these $|p|+|q|$ iterations, the numerical velocity direction will having been $|p|$ times $\operatorname{sgn}(p)(1,0)^{T}$ and $|q|$ times $\operatorname{sgn}(q)(0,1)^{T}$.

Suppose now that the initial data support contains more than one cell $\left(\# \mathcal{T}_{0}(\Omega) \geqslant 1\right)$. The above proposition and conjecture are still valid.

Proposition 3.2. Consider the Eq. (1), with a constant velocity field such that $a^{x} / a^{y}=p$ (with $p \in \mathbb{Z}$ ). Suppose also that the grid is a cartesian and uniform grid with a space step equal to $h$. Consider a discrete initial data with a support not reduced to one cell. Then using the process presented above, the numerical solution is exact every $|p|+1$ iterations.

Again we conjecture that the result can be extended to more general velocities.

Conjecture 3.2. Consider the Eq. (1), with a constant velocity field such that $a^{x} / a^{y}=p / q \in \mathbb{Q}(p, q$ relatively prime $)$. Suppose also that the grid is a cartesian and uniform grid with a space step equal to $h$. Consider a discrete initial data with a support not reduced to one cell. Then using the process presented above, the numerical solution is exact every $|p|+|q|$ iterations.

Proof of Proposition 3.2. It is sufficient to remark that at all time $t^{n}$, and for all $K$ and $L$ belonging to $\mathcal{T}_{0}(\Omega)$ the local time steps and the corrector-vectors are equal: $\Delta t_{K}^{n}=\Delta t_{L}^{n}, \Delta x_{K}^{n}=\boldsymbol{\Delta} x_{L}^{n}$. The global timesteps $\left(\Delta t^{n}\right)_{n}$, are then equal to $\left(\Delta t_{K}^{n}\right)_{n}$ for all $K$ in $\mathcal{T}_{0}(\Omega)$. So that, at each $|p|+1$ iterations, and for each cell the numerical convection is exact.

The method presented above allows us to have a very accurate numerical convection when $\mathcal{T}_{0}(\Omega)$ is reduced to one cell, or if the velocity field is constant. The global time steps are indeed equal to the local time steps associated to a cell $K$ in $\mathcal{T}_{0}(\Omega)$. For an initial data with a support containing more than one cell and considering non-constant velocity fields, the choice of the global time steps $\Delta t^{n}$ is problematic: indeed a priori for $K, L$ in $\mathcal{T}_{0}(\Omega)$ such that $\mathbf{a}_{K} \neq \mathbf{a}_{L}, \Delta t_{K}^{n} \neq \Delta t_{L}^{n}$. In order to answer to this question, we introduce the reservoir technique.

### 3.2. Reservoir Technique for One-Directional Upwinding for Two-Dimensional Advection Equations

In this section, we consider the general case ${ }^{3}$ described in (1). The two main difficulties compared with the previous section are first the determination of the global time steps $\left(\Delta t^{n}\right)_{n}$ and then the way to upwind the numerical solution.

The reservoir technique, in the framework defined above, consists in updating the solution in a cell if and only if the corresponding local time step is reached by the global time step or a sum of global time steps. To this end we introduce a local time counter denoted by $c^{n}(K)$ for all $K$ in $\mathcal{T}_{0}(\Omega)$, with $n$ denoting the time index. This counter is very close to the one introduced in the one-dimensional framework [2,3]. When the counter reaches the value $\Delta t_{K}^{n}$, we update the solution in "emptying-up"

[^3]the value $u_{K}^{0}$ located for instance in $L$ at time $t^{n}$, in a neighboring cell of $L$.

To be more precise, we need to define iteratively, for $K \in \mathcal{T}_{0}(\Omega)$, the counters

$$
c^{n}(K):= \begin{cases}0, & \text { if } n=0, \\ c^{n-1}(K)+\Delta t^{n}, & \text { if } c^{n-1}(K)+\Delta t^{n}<\Delta t_{K}^{n} \quad \text { and } n \geqslant 1, \\ 0, & \text { if } c^{n-1}(K)+\Delta t^{n}=\Delta t_{K}^{n} \quad \text { and } n \geqslant 1\end{cases}
$$

and the sequence of cells
$\mathcal{Z}_{\infty}^{n}(K):=\left\{\begin{array}{lc}K, & \text { if } n=0, \\ \mathcal{Z}_{\infty}^{n-1}(K), & \text { if } c^{n-1}(K)+\Delta t^{n}<\Delta t_{K}^{n} \\ \quad \text { and } n \geqslant 1, \\ \mathcal{V}_{\infty}\left(\mathcal{Z}_{\infty}^{n-1}(K) ; \mathbf{a}_{\mathcal{Z}_{\infty}^{n-1}(K)} \Delta t_{K}^{n}+\Delta x_{K}^{n-1}\right), & \text { if } c^{n-1}(K)+\Delta t^{n}=\Delta t_{K}^{n} \\ & \text { and } n \geqslant 1 .\end{array}\right.$
This means that we update the solution in $\mathcal{Z}_{\infty}^{n-1}(K)$ if and only if the local time counter associated to $K$ has reached its maximum value, that is $\Delta t_{K}^{n}$. That is $\mathcal{Z}_{\infty}^{n}(K)$ is the location at time $t=t^{n}$ of the quantity $u_{K}^{0}$. Then for all $L$ in $\mathcal{U}(K)$ and by application of the numerical scheme, the solution can be written at time $t^{n}$

$$
u_{L}^{n}=\sum_{M \in\left\{J / \mathcal{Z}_{\infty}^{n}(J)=L\right\}} u_{M}^{0} .
$$

We now present the numerical scheme combining the reservoir and correction techniques.

### 3.2.1. Numerical Scheme

We detail here the information's propagation in term of counters and reservoirs. Suppose that the solution $\left(u_{K}^{n}\right)_{K}$ is known at time $t^{n}$.

$$
u_{K}^{n}=\sum_{L \in\left\{J / \mathcal{Z}_{\infty}^{n}(J)=K\right\}} u_{L}^{0} .
$$

We search for the solution in the cell $K$, at time $t^{n+1}$. We decompose the process in three steps.

Step 1. The first step of the numerical method consists in minimizing, for all $J$ in $\mathcal{T}_{0}(\Omega)$, the expression

$$
\begin{equation*}
\min _{\Delta t \in \mathbb{R}_{+}^{*}, L \in \mathcal{U}(J)}\left\|\mathbf{a}_{\mathcal{Z}_{\infty}^{n}(J)} \Delta t+\boldsymbol{\Delta} x_{J}^{n}-h_{\mathcal{Z}_{\infty}^{n}(J) L} \mathbf{n}_{\mathcal{Z}_{\infty}^{n}(J) L}\right\|_{2}, \tag{7}
\end{equation*}
$$

using the corrector-vector defined by:

$$
\begin{equation*}
\boldsymbol{\Delta} x_{J}^{n}:=\mathbf{a}_{\mathcal{Z}_{\infty}^{n-1}(J)} \Delta t_{J}^{n}+\boldsymbol{\Delta} x_{J}^{n-1}-h_{\mathcal{Z}_{\infty}^{n-1}(J) \mathcal{Z}_{\infty}^{n}(J)} \mathbf{n}_{\mathcal{Z}_{\infty}^{n-1}(J) \mathcal{Z}_{\infty}^{n}(J)} \tag{8}
\end{equation*}
$$

This minimization gives us $\Delta t_{J}^{n+1}$ called the local time step and a cell $\mathcal{Z}_{\infty}^{n+1}(J)$. The global time step $\Delta t^{n+1}$ is then defined by

$$
\begin{equation*}
\Delta t^{n+1}:=\min _{J \in \mathcal{T}_{0}(\Omega)}\left(\Delta t_{J}^{n+1}-c^{n}(J)\right) . \tag{9}
\end{equation*}
$$

Step 2. Now we have to consider the outcoming quantity of the cell $K$, at time $t^{n+1}$.

- For $M$ in $\left\{J / \mathcal{Z}_{\infty}^{n}(J)=K\right\}$, if $c^{n}(M)+\Delta t^{n+1}<\Delta t_{M}^{n+1}$ the quantity $u_{M}^{0}$ is added to the solution in the cell $K$.
- In opposite if $c^{n}(M)+\Delta t^{n+1}=\Delta t_{M}^{n+1}$, the quantity $u_{M}^{0}$ will be added to the solution in the neighboring cell $\mathcal{V}_{\infty}\left(K ; \mathbf{a}_{K} \Delta t_{K}^{n+1}+\right.$ $\Delta x_{M}^{n}$ ).

Step 3. Consider now the neighboring cells of $K$ in order to study the incoming quantity in the cell $K$ at time $t^{n+1}$. For all $L$ in $\mathcal{U}(K)$, consider the set $\left\{J / \mathcal{Z}_{\infty}^{n}(J)=L\right\}$.

- For all $N$ in $\left\{J / \mathcal{Z}_{\infty}^{n}(J)=L\right\}$, if $c^{n}(N)+\Delta t^{n+1}<\Delta t_{N}^{n+1}$ the quantity $u_{N}^{0}$ located in the cell $L$ is added to the solution in the cell $L$.
- Otherwise, if $\mathcal{Z}_{\infty}^{n+1}(N)=K, u_{N}^{0}$ will be added to the solution in the cell $K$.

We can finally sum-up the scheme by:

$$
\begin{aligned}
u_{K}^{n+1}= & \sum_{M \in\left\{J / \mathcal{Z}_{\infty}^{n}(J)=K\right\}} u_{M}^{0} \mathbf{1}_{c^{n}(M)+\Delta t^{n+1}<\Delta t_{M}^{n+1}} \\
& \left.+\sum_{M \in\left\{J / \mathcal{Z}_{\infty}^{n}(J)=L\right.} \text { and } \mathcal{Z}_{\infty}^{n+1}(J)=K\right\}
\end{aligned} u_{M}^{0} \mathbf{1}_{c^{n}(M)+\Delta t^{n+1}=\Delta t_{M}^{n+1}} .
$$

Also written

$$
u_{K}^{n+1}=\sum_{M \in\left\{J / \mathcal{Z}_{\infty}^{n+1}(J)=K\right\}} u_{M}^{0}
$$

This process allows us to avoid the numerical diffusion for two reasons: first, we take into account the numerical spurious directions of propagation using a corrector-vector. Second, the reservoir technique allows us to locally update the solution only when the counters reach the values $\left(\Delta t_{K}^{n}\right)_{n}$.

An important point to discuss is the wellposedness of the scheme. Can the global time be equal to zero ? We first prove the following results:

Lemma 3.1. Consider the Eq. (1) with a nonzero velocity. Using the combined reservoir and correction techniques on a uniform cartesian grid, the local time steps $\left(\Delta t_{K}^{n}\right)_{\left\{K \in \mathcal{T}_{0}(\Omega)\right\}}$, are nonzero for all $n$ in $\mathbb{N}^{*}$.

Proof. Consider a cell $L \in \mathcal{T}(\Omega)$ such that $\mathcal{Z}_{\infty}^{n}(K)=L$ with $K \in$ $\mathcal{T}_{0}(\Omega)$. We want to prove that $\Delta t_{K}^{n+1}$ cannot be zero. We consider two situations.

The first one occurs when the corrector-vector is zero. In this case the local time step is calculated in minimizing

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, M \in \mathcal{U}(L), \mathbf{a}_{L} \neq \mathbf{0}}\left\|\mathbf{a}_{L} \Delta t-h_{L M} \mathbf{n}_{L M}\right\|_{2}
$$

If the minimum was reached for $\Delta t_{K}^{n+1}=0$ that would involve that $\left\|h_{L M} \mathbf{n}_{L M}\right\|_{2}=0$ for a $M \in \mathcal{U}(K)$, which is absurd.

The second situation appears for a nonzero corrector-vector. That is the minimization of:

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}, J \in \mathcal{U}(L)}\left\|\mathbf{a}_{L} \Delta t+\boldsymbol{\Delta} x_{K}^{n}-h_{L J} \mathbf{n}_{L J}\right\|_{2}
$$

provides $\Delta t_{K}^{n+1}=0$ and a particular cell $M \in \mathcal{U}(L)$. This involves that $\boldsymbol{\Delta} x_{K}^{n+1}=h_{L M} \mathbf{n}_{L M}$.

Let us now introduce the cell $N$ such that $\mathcal{Z}_{\infty}^{n-1}(K)=N$. By definition of the corrector-vector

$$
\begin{equation*}
\boldsymbol{\Delta} x_{K}^{n}=\mathbf{a}_{N} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}-h_{N L} \mathbf{n}_{N L} . \tag{10}
\end{equation*}
$$

However the local time step $\Delta t_{K}^{n}$ is chosen such that $\mathbf{a}_{N} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}$ is the orthogonal projection of the numerical convection vector $h_{N L} \mathbf{n}_{N L}$. So that using (10):

$$
\left\|\mathbf{a}_{N} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}\right\|_{2}^{2}+\left\|\boldsymbol{\Delta} x_{K}^{n}\right\|_{2}^{2}=h_{N L}^{2} .
$$

As the grid is uniform $\left\|\boldsymbol{\Delta} x_{K}^{n}\right\|_{2}^{2}=h_{N L}^{2}=h_{L M}^{2}$ so that

$$
\mathbf{a}_{N} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}=\mathbf{0} .
$$

This is a contradiction with the definition of $\Delta t_{K}^{n}$. Indeed:

- if $\boldsymbol{\Delta} x_{K}^{n-1} \neq \mathbf{0}$ then there would exist a $\tilde{\Delta} t>0$ such that for a $P$ in $\mathcal{U}(N)$

$$
\left\|\mathbf{a}_{N} \tilde{\Delta} t+\boldsymbol{\Delta} x_{K}^{n-1}-h_{N P} \mathbf{n}_{N P}\right\|_{2}<\left\|\mathbf{a}_{N} \Delta t_{K}^{n}+\boldsymbol{\Delta} x_{K}^{n-1}-h_{N P} \mathbf{n}_{N P}\right\|_{2} .
$$

- if now $\boldsymbol{\Delta} x_{K}^{n-1}=\mathbf{0}$ then, or $\mathbf{a}_{N}=\mathbf{0}$ and no process is supposed to occur in the cell $N$, either $\mathbf{a}_{N} \neq \mathbf{0}$ that has been treated in the first case.

This concludes the proof.
Proposition 3.3. Consider the Eq. (1) with a nonzero velocity. Using the combined reservoir and correction techniques on a uniform cartesian grid, the global time step $\Delta t^{n}$ is nonzero for all $n$ in $\mathbb{N}^{*}$.

Proof. By definition the time step $\Delta t^{n}$ is given by

$$
\min _{K \in \mathcal{I}_{0}(\Omega)}\left(\Delta t_{K}^{n}-c^{n}(K)\right) .
$$

First remark (see Lemma 3.1) that for all $K$ in $\mathcal{T}_{0}(\Omega)$ the local time steps are never zero. Now by definition of the counters, for all $K \in \mathcal{T}_{0}(\Omega), c^{n}(K)$ is always less or equal to $\Delta t_{K}^{n}$. When the counters values are strictly less than $\Delta t_{K}^{n}$ for all $K$, the time step is trivially nonzero. When a counter $c^{n}(K)$ reaches its maximum, that is $\Delta t_{K}^{n}$, the cell is emptied-up and the counter is set to zero. Thus the time step can never be equal to zero.

Although in the previous case, the global time step is never equal to zero, the main drawback subsisting comes from the fact that if the velocity field possesses very high spatial gradients, the method can become very slow as the global time step is smaller than the smallest local time step (corresponding to the highest speed). We can then not prove that for all variable velocities (in particular for time dependent velocities, not considered here) any finite time $T>0$ can be reached in a finite number of iterations; the time process can indeed become infinitely slow. This feature consistutes one of the main drawback of the method and has to be improved.

We now give some results on the reservoir scheme with correctiontechnique.

Proposition 3.4. For all time $t^{n}$,

$$
\sum_{K \in \mathcal{T}(\Omega)} u_{K}^{n}=\sum_{K \in \mathcal{T}(\Omega)} u_{K}^{n+1} .
$$

Moreover, the scheme is $\ell^{2}$-stable: there exists a positive constant $C$ such that

$$
\left\|u^{n}\right\|_{\ell^{2}} \leqslant C\left\|u^{0}\right\|_{\ell^{2}}, \quad \forall n \geqslant 0
$$

Proof. For all $n \geqslant 0$, and by definition of $\mathcal{Z}_{\infty}^{n}($.$) , we easily check that:$

$$
\begin{equation*}
\bigcup_{K \in \mathcal{T}(\Omega)}\left\{L / \mathcal{Z}_{\infty}^{n}(L)=K\right\}=\mathcal{T}_{0}(\Omega) \tag{11}
\end{equation*}
$$

Thus we deduce trivially that $\sum_{K \in \mathcal{T}} u_{K}^{n}=\sum_{K \in \mathcal{T}} u_{K}^{n+1}$.
Concerning the $\ell^{2}$-stability it is sufficient to note that because of (11), for all time $t^{n}$

$$
\begin{aligned}
\left\|u^{n}\right\|_{\ell^{2}}^{2} & =h^{2} \sum_{K \in \mathcal{T}}\left|u_{K}^{n}\right|^{2}=h^{2} \sum_{K \in \mathcal{T}}\left|\sum_{L \in\left\{J \in \mathcal{T} / \mathcal{Z}_{\infty}^{n}(J)=K\right\}} u_{L}^{0}\right|^{2} \\
& \leqslant h^{2}\left(\sum_{K \in \mathcal{T}} \sum_{L \in\left\{J \in \mathcal{T} / \mathcal{Z}_{\infty}^{n}(J)=K\right\}}\left|u_{L}^{0}\right|\right)^{2}=h^{2}\left(\sum_{L \in \mathcal{T}_{0}(\Omega)}\left|u_{L}^{0}\right|\right)^{2}<\infty .
\end{aligned}
$$

So that by Cauchy-Schwarz $\left\|u^{n}\right\|_{\ell^{2}}^{2} \leqslant C\left\|u^{0}\right\|_{\ell^{2}}^{2}$ for all time, where $C^{2}$ is the number of cells in $\mathcal{T}_{0}(\Omega)$.

As said above the numerical solution is given by:

$$
u_{K}^{n}=\sum_{M \in\left\{J / \mathcal{Z}_{\infty}^{n}(J)=K\right\}} u_{M}^{0}
$$

So that a spurious "concentration" in some cells is possible, corresponding to a local non-respect of the maximum principle.

Example. Consider the following initial data (see Fig. 6):

$$
u_{J}^{0}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K, L \\
1, & \text { if } J=K, L
\end{array}, \quad \forall J \in \mathcal{T}(\Omega)\right.
$$

And suppose that $\mathbf{a}_{K}=(1+\varepsilon, 1)^{T}$ and $\mathbf{a}_{L}=(1,1+\varepsilon)^{T}$ with a positive $\varepsilon \ll 1$. Then, after the first iteration the solution is given by:

$$
u_{J}^{1}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K, L \\
2, & \text { if } J=M
\end{array}, \quad \forall J \in \mathcal{T}(\Omega)\right.
$$

Because of the corrector-vectors, the solution after the second time step is given by:

$$
u_{J}^{2}=\left\{\begin{array}{ll}
0, & \text { if } J \neq K, L \\
1, & \text { if } J=N, O
\end{array} \quad \forall J \in \mathcal{T}(\Omega)\right.
$$

A nonphysical concentration of the solution in the cell $M$, has occured at time $t^{1}$.

| 0 | N |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | 0 |  | 0 |
|  |  | M |  | O |
|  |  | 0 |  | 0 |
| 0 | L | 1 |  | 0 |

Fig. 6. Initial data.

In theory, if all the corrector-vectors are zero, nonphysical concentrations do not occur. If some of them are nonzeros this drawback can be circumvented, at each time step, taking into account the fact that the location of a quantity $u_{J}^{0}$ in a cell $K$ at time $t^{n}$, with $J=\mathcal{Z}_{\infty}^{n}(K)$, can be corrected by its the corrector-vector. Indeed a quantity located in $K$, is in fact supposed to be located in $K+\Delta x_{J}^{n}$ (translated cell by the correctorvector). We denote by $\mathcal{T}_{K}(\Omega)$ the set

$$
\mathcal{T}_{K}(\Omega)=\left\{L \in \mathcal{T}(\Omega) / L \cap\left(K+\Delta x_{K}\right) \neq \emptyset\right\}
$$

This set contains $p_{K}$ elements, and each $L \cap\left(K+\boldsymbol{\Delta} x_{K}\right)$ has a volume $V_{K, L}$. We can add to each $\left(u_{L}\right)_{L \in \mathcal{T}_{K}(\Omega)}$ the value $V_{K, L} u_{J}^{0} /|K|$ (that is the ratio of $u_{J}^{0}$ located in $\left.L\right) .{ }^{4}$ This process allows to re-localize exactly the numerical solution in the grid at a given time (but is not applied at each iteration). Note that it has not been taken into account in the previous propositions proofs. We have observed numerically that it has allowed us to globally improve the numerical results.

### 3.3. Two-Dimensional Numerical Tests

Our scheme can be seen as complex but is in fact, easy to implement. We propose here, to compare the numerical solution obtained with the reservoir technique and a classical upwind scheme (2). Note that many finite volume schemes are reduced to (2) when approaching (1) like, for example, Roe scheme [17], VFFC [13], and so on. Moreover, the above technique can appear as an improvement of (2), that is why we compare it to the reservoir scheme. The domain we consider is a square $[0,1] \times[0,1]$ and is

[^4]composed of 1,600 squares. No interaction with the boundaries occur in the following benchmarks.

The CFL taken in the two-dimensional computation of (2) is equal to $1 / 2$.

- Constant velocity - I

Consider a linear advection equation with a constant velocity $\mathbf{a}(x, y)=(1,0.5)^{T}$. The initial data is given by:

$$
u_{0}(x, y)= \begin{cases}1, & \text { if } \quad(x, y) \in[0.4,0.6] \times[0.4,0.6] \\ 0, & \text { elsewhere }\end{cases}
$$

Figures 7 show the initial data and the numerical solution at time $t=0.3$ with the reservoirs and upwind schemes. Figures 8 give, respectively, the error, in norm $\ell^{1}$, between the exact solution and the reservoir one and between the exact solution and the upwind one. As proved in Proposition 3.2, the numerical solution is at the discrete level, exact every $3(=1 / 0.5+1)$ iterations. Note that this feature is independent of the number of cells in the mesh. Obviously, for the time steps $3 n+1$ and $3 n+2$, the error decreases when the space step decreases.

- Constant velocity - II

Consider the following benchmark with $\mathbf{a}(x, y)=(1,0.5)^{T}$.

$$
u_{0}(x, y)= \begin{cases}3, & \text { if } \quad(x, y) \in[0.45,0.55] \times[0.45,0.55], \\ 2, & \text { if } \quad(x, y) \in[0.35,0.65] \times[0.35,0.65]-[0.45,0.55] \times[0.45,0.55], \\ 1, & \text { if }(x, y) \in[0.25,0.75] \times[0.25,0.75]-[0.35,0.65] \times[0.35,0.65], \\ 0, & \text { elsewhere. }\end{cases}
$$

Figures 9 show the initial data and the upwind and reservoir solutions at time $t=0.3$. Again the convection is exact every three iterations as in the previous case.

- Circular motion - I

Consider now a velocity $\mathbf{a}(x, y)$ equal to $(y-0.4,-x+0.4)^{T}$ that corresponds to a circular motion around the point $(0.4,0.4)$. The initial data is:

$$
u_{0}(x, y)= \begin{cases}1, & \text { on a unique triangle } \\ 0, & \text { elsewhere }\end{cases}
$$

We observe on Fig. 10 that at every time step the reservoir solution is equal to 1 in a unique cell (support of the solution reduced to one cell) and 0 elsewhere. The $\ell^{\infty}$-norm of the reservoir and


Fig. 7. Constant motion $\mathbf{a}=(1,0.5)^{T}$-upwind and reservoirs at time $t=0.3$.


Fig. 8. $\quad \ell^{1}$-norm error between exact and reservoir solution and between exact and upwind solution.
upwind solutions is computed in fig. 11. In the left graph of Fig. 12, we have computed the distance after $\sim 20$ iterations between the support center of the exact solution and the support center of the reservoir solution (recall that its support is at each time step reduced to one cell). Observe that the distance is less or equal to the size of a mesh space step (equal here to 0.025 ). This obervation can also be made in the right graph of 12 , where the mesh is drawn. However, we observe that after a sufficiently large time a shift between the exact and the numerical trajectory occurs [see Fig. 13 (left)]. This shift decreases when the space-step decreases,


Fig. 9. Initial data and constant motion-upwind and reservoirs at time $t=0.3$.


Fig. 10. Circular motion-five different times-upwind and reservoirs.


Fig. 11. Maximum of the solution for the reservoir and upwind schemes: the circular motion.
as observed in Fig. 13 (right), what shows on this benchmark the convergence of the scheme.

- Circular motion - II

As above, the velocity is given by $\mathbf{a}(x, y)=(y-0.4,-x+0.4)^{T}$. The initial data is now:

$$
u_{0}(x, y)= \begin{cases}1, & \text { if }(x, y) \in[0.15,0.35] \times[0.15,0.35] \\ 0, & \text { elsewhere }\end{cases}
$$

For all $\left(x_{0}, y_{0}\right)$ in $\mathbb{R}^{2}$, the characteristic curves are given by:

$$
\begin{aligned}
& x(t)=0.4+\left(x_{0}-0.4\right) \cos (t)+\left(y_{0}-0.4\right) \sin (t), \\
& y(t)=0.4+\left(y_{0}-0.4\right) \cos (t)-\left(x_{0}-0.4\right) \sin (t) .
\end{aligned}
$$



Fig. 12. Distance exact-numerical support-exact and numerical trajectory.

The Fig. 14 shows us the characteristic curves for $\left(x_{0}, y_{0}\right)=$ $(0.15,0.15)$ and $\left(x_{0}, y_{0}\right)=(0.35,0.35)$. The support of the numerical solution is contained inside the crown defined by


Fig. 13. Distance between exact and numerical support.
the two circles. The exact solution of this equation is given by:

$$
\begin{aligned}
u(x, y, t)= & u_{0}((x-0.4) \cos (t)-(y-0.4) \sin (t)+0.4, \\
& (x-0.4) \sin (t)+(y-0.4) \cos (t)+0.4), \quad \forall(x, y) \in \Omega, \quad \forall t \geqslant 0 .
\end{aligned}
$$



Fig. 14. Characteristics at time $t=2 \pi$, and exact solution at times $t=0$ to $t=7$.

Figures 16 and 17 show the solution for, respectively, 100 and 150 iterations. As excepted the numerical solution is far more accurate than the upwind one. In order to compare the numerical diffusion of the reservoir and upwind techniques we propose again in Fig. 15 to compare their support. The graph represents, the number of cells composing the discrete support of the solution at each iteration. More precisely, if the solution is greater or equal to $10^{-3}$ (by convention) in a given cell, this cell is supposed to belong to the numerical support. Note that the reservoir support is computed at each time step using the process proposed in the previous section in order to avoid spurious concentrations.


Fig. 15. Number of cells in the support of the numerical solution-upwind and reservoirs.

### 3.4. Comments

The numerical results show how efficiently this method limits the numerical diffusion. It is easy to note that for the scalar convection, the reservoir technique is an order $M$ method, where $M$ is the number of cells in $\mathcal{T}_{0}(\Omega)$, when the upwind scheme is of order $N$, where $N$ is the number of cells in $\mathcal{T}(\Omega)$. In order to illustrate this, we present a numerical cpubenchmark. The Fig. 18 represents the cpu-time necessary for a personallaptop (celeron 1.8 Gh ) to reach a physical time equal to $t=1.00 \mathrm{~s}$, for both reservoir and upwind methods on the circular motion II benchmark. Note here that $M \sim N / 25$. In theory the reservoir and correction techniques would be applicable on nonuniform meshes but then some technical difficulties not discussed here, would arise.

## 4. TWO-DIMENSIONAL VELOCITIES ROSES AND COMBINATION WITH RESERVOIRS

### 4.1. Two-Dimensional Velocities Roses and Correction Technique

We consider in section the extension of the correction-technique when one upwinds in more than one direction (as classical finite volume schemes do). In this case a direct use of the technique presented above would provide an important increasing of the algorithmic complexity at each temporal iteration. Indeed, consider a constant convection problem with velocity a, and a support $\mathcal{T}_{0}(\Omega)$ containing $M$ cells. The complexity of the previous technique (without reservoirs) was of order $\mathcal{O}(M)$, at each time step.


Fig. 16. Circular motion-initial data solution at $t=2.34$-upwind and reservoirs.



Fig. 17. Circular motion-solution at $t=4.04$-upwind and reservoirs.


Fig. 18. CPU-time comparisons in seconds, for a physical time equal to 1.00 s and $M \sim N / 25$.


Fig. 19. Projection on a D-velocities-rose.


Fig. 20. Regular and irregular velocities roses.


$$
\begin{aligned}
& \alpha_{1}+\alpha_{2}=\alpha \\
& \beta_{1}+\beta_{2}=\beta
\end{aligned} \quad \rightleftarrows \begin{aligned}
& \mathrm{U}_{\mathrm{K}, 1} \longleftarrow \mathrm{U}_{\mathrm{K}, 1}+\beta_{1} \\
& \mathrm{U}_{\mathrm{K}, 2} \longleftarrow \mathrm{U}_{\mathrm{K}, 2}+\beta_{2}+\alpha_{1} \\
& \mathrm{U}_{\mathrm{K}, 3} \longleftarrow \mathrm{U}_{\mathrm{K}, 3}+\alpha_{2}
\end{aligned}
$$

New weights of the branch lengths
Fig. 21. Projection on velocities roses.

Now if we apply the same process upwinding in two directions, the algorithmic complexity is doubled at each iteration. So that after $P$ iterations it would be of order $\mathcal{O}\left(2^{P} M\right)$; that is obviously not numerically computable. In order to avoid this drawback, we introduce the velocities roses.

Definition 4.1 Let $K$ be a cell of the $\operatorname{grid} \mathcal{T}(\Omega)$ and $D$ a nonnegative integer. For all time $t^{n}$, we define the $D$-velocities rose, $\mathcal{R}_{K}^{n}$ as the
following set:

$$
\mathcal{R}_{K}^{n}:= \begin{cases}\left\{\left(\mathbf{r}_{j}, 0,0\right), j \in\{1, \ldots, D\}, \text { with } D \in \mathbb{N}^{*}\right\}, & \text { if } n=0, \\ \left(\mathbf{r}_{0}, 0, u_{K}^{0}\right), & \text { if } n=0, \\ \left\{\left(\mathbf{r}_{j}, \alpha_{K ; j}^{n}, u_{K ; j}^{n}\right), j \in\{0, \ldots, D\}, \text { with } D \in \mathbb{N}^{*}\right\}, & \text { if } n \geqslant 1\end{cases}
$$

with, for $j \in\{0, \ldots, D\}$ :

- $\left(\mathbf{r}_{j}, \alpha_{K ; j}^{n}, u_{K ; j}^{n}\right)$ is called the $j$ th petal,
- If $j=0$, the corresponding petal is called the center of the rose,
- $\mathbf{r}_{j} \in \mathbb{R}^{2}$ such that $\left\|\mathbf{r}_{j}\right\|_{2}=1$ if $j \neq 0$, and $\mathbf{r}_{0}=\mathbf{0} \in \mathbb{R}^{2}$. This corresponds to the so-called "direction" of the $j$ th petal,
- $\alpha_{K ; j}^{n} \in \mathbb{R}_{+}$, with $\alpha_{K ; 0}^{n}=0$ for all $K$ and $n \geqslant 0$, that corresponds to the so-called "length" of the $j$ th petal,
- $u_{K ; j}^{n} \in \mathbb{R}$, that corresponds to the so-called "value associated" to the $j$ th petal.

A rose is said regular, if $\left(\mathbf{r}_{j}\right)_{j}$ is equi-distributed.
We define the projection on a $D$-velocities rose.
Definition 4.2 For $k$ and $D$ nonnegative integer, let us denote by $\Pi_{\mathbf{r}_{k}}(\boldsymbol{\Delta x})$ the projection of a nonzero vector $\Delta x$ on the $k$ th petal of a $D$-velocities rose $\mathcal{R}$ such that:
$\Pi_{\mathbf{r}_{k}}(\boldsymbol{\Delta} x):= \begin{cases}\text { Projection on }\left(0, \mathbf{r}_{k}\right) \text { parallely to } \mathbf{r}_{k+1}, & \text { if } k \leqslant D-1 \\ & \text { and } \Delta x \in\left(0, \mathbf{r}_{k}, \mathbf{r}_{k+1}\right), \\ \text { Projection on }\left(0, \mathbf{r}_{D}\right) \text { parallely to } \mathbf{r}_{1}, & \text { if } k=D \\ \text { Projection on }\left(0, \mathbf{r}_{k}\right) \text { parallely to } \mathbf{r}_{k-1}, & \text { if } k \geqslant 2 \in\left(0, \mathbf{r}_{D}, \mathbf{r}_{1}\right), \\ \text { and } \Delta x \in\left(0, \mathbf{r}_{k-1}, \mathbf{r}_{k}\right), \\ \text { Projection on }\left(0, \mathbf{r}_{1}\right) \text { parallely to } \mathbf{r}_{D}, & \text { if } k=1 \\ 0, & \text { and } \Delta x \in\left(0, \mathbf{r}_{D}, \mathbf{r}_{1}\right), \\ \text { otherwise. }\end{cases}$

The idea is to distribute the solution on the roses petals and to apply the correction-technique as seen above. To simplify the notations, we describ the numerical scheme for a velocity field that does not vanish.

We now define for $(K ; j) \in \mathcal{T}(\Omega) \times\{0, \ldots, D\}$ the sets:

$$
\mathcal{V}^{n+1}(K ; j):=\left\{L \in \mathcal{U}(K) /\left(\mathbf{a}_{K} \Delta t^{n+1}+\alpha_{K ; j}^{n} \mathbf{r}_{j}\right) \cdot \mathbf{n}_{K L}>0\right\}, \quad n \geqslant 0
$$

and

$$
\mathcal{W}^{n+1}(L):=\left\{(J ; l) \in \mathcal{T}(\Omega) \times\{0, \ldots, D\} / L \in \mathcal{V}^{n+1}(J ; l)\right\}, \quad n \geqslant 0
$$

### 4.1.1. Numerical scheme

The numerical solution is defined at time $t^{n}$, for all $L$, in $\mathcal{T}(\Omega)$ by:

$$
u_{L}^{n}=\sum_{j \in\{0, \ldots, D\}} u_{L ; j}^{n}
$$

where $u_{L ; j}^{n}$ denotes the value associated to the petal $j$ of the cell $L$ at time $t=t^{n}$. The updating of the solution $u_{L}^{n}$ is done in four steps. First, for all $(K ; j) \in \mathcal{W}^{n+1}(L)$ we compute what is added to the solution in the cell $L$ (Steps 1-3.) then what is substracted to it in the cell $L$ (Step 4.).

Step 1 To find the propagation's directions for all $(K ; j)$ of $\mathcal{W}^{n+1}(L)$ and the associated local time step, we minimize by generalization of (5) the following expression:

$$
\min _{\Delta t \in \mathbb{R}_{+}^{*}}\left\|\mathbf{a}_{K} \Delta t+\alpha_{K ; j}^{n} \mathbf{r}_{j}-h_{K M} \mathbf{n}_{K M}\right\|_{2}, \quad \forall M \in \mathcal{U}(K), \quad \forall j \in\{0, \ldots, D\} .
$$

This minimization provides in particular, a local time step $\Delta t_{K ; j}^{n+1, L}$ ( $L$ refers to the neighboring cell and $K$ to the current cell). As we do not introduce reservoirs here, the global time step is chosen equal to the minimum of all the local time steps:

$$
\Delta t^{n+1}=\min _{K ; j, L} \Delta t_{K ; j}^{n+1, L} .
$$

Thus the flux

$$
\tilde{u}_{K ; j}^{n+1, L}:=\frac{1}{h_{K L}}\left(\mathbf{a}_{K} \Delta t^{n+1}+\alpha_{K ; j}^{n}\right) \cdot \mathbf{n}_{K L} u_{K ; j}^{n}
$$

is added to the solution in the cell $L$. Note this time, that the correctorvector has been replaced by its projection on the $j$ th petal of the veloci-ties-rose associated to $K$. The corrector-vector for the cell $L$ associated to $(K ; j)$ is defined by:

$$
\boldsymbol{\Delta} x_{K ; j}^{n+1, L}:=\mathbf{a}_{K} \Delta t^{n+1}+\alpha_{K ; j}^{n} \mathbf{r}_{j}-h_{K L} \mathbf{n}_{K L}
$$

And the projection of $\Delta x_{K ; j}^{n+1, L}$ on the $k$ th petal of the velocities rose associated to $L$, with $k \in\{1, \ldots, D\}$ gives us a new quantity:

$$
\beta_{L ; k}^{n+1, K ; j}:=\left\|\Pi_{\mathbf{r}_{k}}\left(\boldsymbol{\Delta} x_{K ; j}^{n+1, L}\right)\right\|_{2} .
$$

It is now necessary to distribute the quantity $\tilde{u}_{K ; j}^{n+1, L}$ between the center of $\mathcal{R}_{L}^{n+1}$ (Step 2.) and its petals (Step 3.).

Step 2 In order to distribute $\tilde{u}_{K ; j}^{n+1, L}$, let us introduce (recall that $\left.\mathbf{a}_{K} \neq \mathbf{0}\right)$ the coefficient:

$$
\varepsilon_{L}^{n+1, K ; j}=\frac{\left\|\boldsymbol{\Delta} x_{K ; J}^{n+1, L}\right\|_{2}}{\left\|\mathbf{a}_{K} \Delta t^{n+1}+\alpha_{K ; j}^{n} \mathbf{r}_{j}\right\|_{2}} \in[0,1]
$$

that represents the ratio of $\tilde{u}_{K ; j}^{n+1, L}$ that is added to the solution in the cell $L$, and that is not propagated in the correct direction. ${ }^{5}$ Thus, the quantity $\left(1-\varepsilon_{L}^{n+1, K ; j}\right) \tilde{u}_{K ; j}^{n+1, L}$ is added to the center of $\mathcal{R}_{L}^{n+1}$ (corresponds of the information correctly propagated). We can then update the solution $u_{L ; 0}^{n+1}$ with $\left(1-\varepsilon_{L}^{n, K ; j}\right) \tilde{u}_{K ; j}^{n+1, L}$, that is: ${ }^{6}$

$$
u_{L ; 0}^{n+1} \leftarrow\left(1-\varepsilon_{L}^{n+1, K ; j}\right) \tilde{u}_{K ; j}^{n+1, L}
$$

Step 3 Now, it remains to distribute the quantity $\varepsilon_{L}^{n+1, K ; j} \tilde{u}_{K ; j}^{n+1, L}$ between the petals of $\mathcal{R}_{L}^{n+1}$. To do this we use the projection introduced above. We define: ${ }^{7}$

$$
\mathcal{B}_{L}^{n+1, K ; j}=\left\{m \in\{1, \ldots, D\} / \beta_{L ; m}^{n+1, K ; j} \neq 0\right\}
$$

If $\mathcal{B}_{L}^{n+1, K ; j}$ is not empty, the ratio of $\varepsilon_{K ; j}^{n+1, L} \tilde{u}_{K ; j}^{n+1, L}$ added to the $k$ th petal of $L$, is given by:

$$
\delta_{L ; k}^{n+1, K ; j}:=\frac{\beta_{L ; k}^{n+1, K ; j}}{\sum_{m \in \mathcal{B}_{L}^{n+1, K ; j}} \beta_{L ; m}^{n+1, K ; j}} \quad \text { with } \sum_{k \in \mathcal{B}_{L}^{n+1, K ; j}} \delta_{L ; k}^{n+1, K ; j}=1
$$

Then $(L ; k)$, for $k \neq 0$, receives from $(K ; j)$ the quantity

$$
w_{L ; k}^{n+1, K ; j}:=\delta_{L ; k}^{n+1, K ; j} \varepsilon_{K ; j}^{n+1, L} \tilde{u}_{K ; j}^{n+1, L}
$$

So that for $k \in\{1, \ldots, D\}$ we update $u_{L ; k}^{n+1}$ with $w_{L ; k}^{n+1, K ; j}$ :

$$
u_{L ; k}^{n+1} \leftarrow w_{L ; k}^{n+1, K ; j}
$$

[^5]The updating of $\alpha_{K ; j}^{n+1}$, for $k \in\{1, \ldots, D\}$ is given by an averaging process. Finally the cell $L$ has received the quantity $\sum_{(K ; j) \in \mathcal{W}^{n+1}(L)} \tilde{u}_{K ; j}^{n}$ :

$$
\sum_{k \in\{0, \cdots, D\}} u_{L ; k}^{n+1} \leftarrow \sum_{(K ; j) \in \mathcal{W}^{n+1}(L)} \tilde{u}_{K ; j}^{n}
$$

Now it remains to compute the quantity that is subtracted to the cell $L$.
Step 4 For all $k$ in $\{0, \ldots, D\}$ the quantity that is added to the solution in a neighboring cell of $L$, denoted by $M$ in $\mathcal{V}^{n+1}(L ; k)$ is defined as

$$
\tilde{u}_{L ; k}^{n+1, M}:=\frac{1}{h_{L M}}\left(\mathbf{a}_{L} \Delta t^{n+1}+\alpha_{L ; k}^{n}\right) \cdot \mathbf{n}_{L M} u_{L ; k}^{n}
$$

So that

$$
u_{L}^{n+1} \leftarrow-\sum_{k \in\{0, \ldots, D\}} \sum_{M \in \mathcal{V}^{n+1}(L ; k)} \tilde{u}_{L ; k}^{n+1, M}
$$

### 4.1.2. Update of the solution

Finally the global balance can be written:

$$
u_{L}^{n+1}=u_{L}^{n}+\sum_{(K ; j) \in \mathcal{W}^{n+1}(L)} \tilde{u}_{K ; j}^{n}-\sum_{k \in\{0, \cdots, D\}} \sum_{M \in \mathcal{V}^{n+1}(L ; k)} \tilde{u}_{L ; k}^{n+1} .
$$

The scheme is by construction globally conservative as $\sum_{k \in \mathcal{B}_{L}^{n+1, K ; j}} \delta_{L ; k}^{n+1, K ; j}=1$ and $\varepsilon_{L}^{n+1, K ; j} \tilde{u}_{K ; j}^{n+1, L}+1-\varepsilon_{L}^{n+1, K ; j} \tilde{u}_{K ; j}^{n+1, L}=1$.

In this paragraph, we have introduced the velocities roses in order to reduce the complexity of the multi-directional upwinding with correctorvectors. Indeed such a process allows us to reduce it to an order $\mathcal{O}(M)$, where $M$ is the number of cells in $\mathcal{T}_{0}(\Omega)$. However compare to the "onedirectional method" the prefactor is here multiplied by $(D+1)$, where $D$ is the number of the rose petals.

### 4.1.3. Reservoir technique combined with velocities roses for two-dimensional advection equations with non-constant velocities

In this section, we briefly present a way to combine the reservoir technique and the velocities roses, for the resolution of two-dimensional advection equations with nonconstant velocities. In order to do this, it is necessary to introduce a counter, for each cell and each petal and to
update the solution when the counters reach their maximum. More precisely at time $t^{n}$, for each cell $K$ of the grid, the value associated to each petal $j$ for which the associated counter has reached its maximum, is distributed on the rose's petals of the neighboring cells of $K$.

## 5. CONCLUSION

In this paper we have presented an extension of the reservoir technique [2, 3] in order to limit the numerical diffusion of finite volume schemes approaching advection equations, in the two-dimensional framework. The main idea, compared to the one-dimensional case is the combination of the correction and reservoir techniques. Hence we are able to limit and even in some cases to avoid the numerical diffusion due to the uncorrect numerical directions of propagation. The reservoir technique allowed us also to manage rigorously the time processes. With this method, we have obtained very interesting numerical results and especially an important improvement compared to classical order one finite volume approaches.

The extension to nonlinear equations and in particular to fluid mechanics systems, will be proposed, in a forthcoming paper; the method to numerically solve this problem is done in two steps. The first one, consists in a referential changing, in order to treat separately the sonic and entropy and vorticity waves. In the fluid motion referential (Lagrangian coordinates) the pressure waves are treated precisely, as there are isotropic (wave equation). In a second step, we convect (fluid motion) accurately the solution, using the corrector-vectors and reservoirs.

## APPENDIX: PARTICULAR MULTIDIMENSIONAL LINEAR HYPERBOLIC SYSTEMS

We extend the section (3) method for some simple linear hyperbolic systems. Consider the following system:

$$
\begin{equation*}
\partial_{t} \mathbf{U}+\sum_{i=1}^{2} A_{i} \partial_{x_{i}} \mathbf{U}=\mathbf{0} \tag{12}
\end{equation*}
$$

with constant matrices $\left(A_{i}\right)_{i \in\{1,2\}}$ from $\Omega$ openset of $\mathbb{R}^{2}$ into $M_{m}(\mathbb{R})$. We assum that these matrices are diagonalizable in a same basis, denoted by $P$. Introducing $\mathbf{W}=\left(w_{1}, \ldots, w_{m}\right)^{T}=P^{-1} \mathbf{U}$ the system (12) can be written:

$$
\begin{equation*}
\partial_{t} \mathbf{W}+\sum_{i=1}^{2} \Lambda_{i} \partial_{x_{i}} \mathbf{W}=\mathbf{0} \tag{13}
\end{equation*}
$$

with $\Lambda^{(k)}=\operatorname{diag}\left(\lambda_{1}^{(k)}, \ldots, \lambda_{m}^{(k)}\right)$, such that

$$
\lambda_{1}^{(k)}<\lambda_{2}^{(k)}<\cdots<\lambda_{m}^{(k)}, \quad \forall k \in\{1, \ldots, m\} .
$$

For each $k \in\{1, \ldots, m\}$ :

$$
\begin{equation*}
\partial_{t} w_{k}+\sum_{i=1}^{2} \lambda_{i}^{(k)} \partial_{x_{i}} w_{k}=0 \tag{14}
\end{equation*}
$$

Hence, for each component, $w_{k}$ of $\mathbf{W}$, the following velocity is defined by:

$$
\mathbf{a}^{(k)}=\left(\lambda_{1}^{(k)}, \lambda_{2}^{(k)}\right)^{T}
$$

Equations (14) can be written:

$$
\begin{equation*}
\partial_{t} w_{k}+\mathbf{a}^{(k)} \cdot \nabla w_{k}=0, \quad \forall k \in\{1, \ldots, m\} . \tag{15}
\end{equation*}
$$

Then, for each $w_{k}$ of $\mathbf{W}$, at time $t^{n}$, a local time step $\Delta t_{K}^{n, k}$, a correctorvector $\boldsymbol{\Delta} x_{K}^{n, k}$ and a counter $c^{n, k}(K)$ can be defined similarly than in the scalar case. For instance the counter is defined as:

$$
c^{n+1, k}(K)= \begin{cases}c^{n, k}(K)+\Delta t^{n}, & \text { if } \quad c^{n, k}(K)+\Delta t^{n+1}<\Delta t_{K}^{n+1, k} \\ 0, & \text { if } \quad c^{n, k}(K)+\Delta t^{n+1}=\Delta t_{K}^{n+1, k}\end{cases}
$$

And the global time step is given by:

$$
\Delta t^{n+1}=\min _{k \in\{1, \ldots, m\}, K \in \mathcal{T}}\left(\Delta t_{K}^{n+1, k}-c^{n+1, k}(K)\right) .
$$

Details can be found in [4].
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[^4]:    ${ }^{4} \sum_{L \in \mathcal{I}_{K}} V_{K, L} /|K|=1$.

[^5]:    ${ }^{5}$ Indeed, $\boldsymbol{\Delta} x=\mathbf{0}$, corresponds to an exact direction of propagation.
    ${ }^{6}$ The notation " $A \leftarrow B$ " means that the value $B$ is added to $A$.
    ${ }^{7}$ Recall that $\beta_{L ; k}^{n+1, K ; j}=\left\|\Pi_{\mathbf{r}_{k}}\left(\boldsymbol{\Delta} x_{K ; j}^{n+1, L}\right)\right\|_{2}$ is nonzero if $\boldsymbol{\Delta} x_{K ; J}^{n+1, L} \in\left(0, \mathbf{r}_{k}, \mathbf{r}_{k+1}\right)$ or $\in\left(0, \mathbf{r}_{k-1}, \mathbf{r}_{k}\right)$, and is zero otherwise

